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Abstract

In this paper we andyse the determinants of R&D spending in Danish firms and indudtries in the
nineties. We adso examine the complementarity and subgtitution between publicly and company
financed R&D spending taking into account the influence from market structure, barriers of entry,
demand oconditions and other economic factors of the market and the firm. The empirical models of
R& D spending are estimated both on industry and on firm level data. This dlows us to examine how
the invesment R& D-activities differ according to differences in the organisation of the firm, firm sze
and the debt burden of the firms.

An earlier version of the paper was presented at The 68" Annual Meeting of the Southern Economic
Association, November 810 1998, Baltimore and at The 25" Annual Conference of European Association for
Research in Industrial Economics, August 27-30 1998, Copenhagen. We thank discussants, other participants
and colleagues for helpful comment.



1. Introduction

The development of new products and cost-saving technologies has been an mportant aspect of
economic growth. The innovations may be even more important for the rise in economic prosperity
in the future as the effects from accumulation of more capitd and other factors of production per
capita diminish due to the law of decreasng returns. Already today the rise in tota factor
productivity is the most important factor behind economic growth in the devel oped countries.

It is therefore important to understand how the aggregate level of innovative activities is determined.
Measuring the innovation activity on the input Sde as the totd amount spent on research and
development is therefore important in determining the factors affecting the amount of R&D in the
different industries or in the economy as awhale. Is the amount spent on R& D too high or too low
in the indudtries? The answers to these questions dso have important implications for publicly
financed research and policy questions concerning the design and subsidisation of research programs
in the private sector.

The share of GDP spent on R&D differs consderably between the OECD countries. Denmark is
among the countries spending least on R&D. This aso holds for individua industries, but the reason
for this has not been examined in any depth. In this pgper we examine the variation in the R&D
intendty across 284 Danish indudtries and we study how this variation can be explained by
differences in the market structure across the indudtries. There is, however, dso consderable
vaiation in research intendty among firms within the same indudtry. This variaion which is the
subject of the second part of our empirical analys's could be due to differences in firm characterigtics
such as firm sze, market share, organisation of the firm etc. We make use of a Danish survey of
2000 firms with detaled information on R& D expenditure,

In the next section the key theoretical arguments behind the conventiond empiricd modds of the
R&D intengty differentids are discussed. The discusson leads to the specification of empirica
models both at the industry level and firm leved in section 3. Section 4 describes the data et to be
used in the andyss The results of our empiricd anadyds are set out in section 5. Section 6
concludes.

The results imply that the financid pogtion of the firm, profitability, market structure, demand
conditions and the source of financing affects the probability and intensity of R&D investments.



2. Determinants of R& D - key theoretical arguments

In this section we discuss different theoreticd arguments which have focused on the innovation
activity of the firm. Some of the empirica sudiesin thisfield are briefly discussed aswell.

2.1. Market structure and R&D intensity

Schumpeter's (1942) well-known hypothesis is that there will be less innovetion in competitive
industries. However, this rgection of perfect competition does not necessarily imply that monopoly
is the best market dructure for promoting innovation activities as his hypothess often has been
interpreted. On the other hand, Schumpeter emphasised the idea that large-scae firms were the
ided vehicles for generaing technica advances as they can benefit from the scale economies in
production, marketing, financing and R&D. Of course, large firms are often synonymous with
monopolised industries. However they can aso be found in more competitive indudtries. For a
survey of the earlier empirica studies of the relationship between market structure and research and
development intensity, see Kamien and Schwartz (1975).

As firm gze is not equdly distributed within an industry, an important agpect of market sructure is
the market share of the firm. As with the market concentration the research intensity can be
expected to increase with market share but level off and may fal when a company captures the
whole market.

Challenging the Schumpeterian hypothesis, Arrow (1962) shows that the competitive firms have a
strong incentive to invest in cost reducing innovations compared to monopoligtic firms. The reason
for this is tha the return from successful innovation will include a monopoly rent, which the
monopolidtic firm aready has. Ancther theoretical argument againgt the Schumpeterian hypothesisis
the genera notion of dack or X-inefficiency under monopolistic conditions, see Leibenstein (1966).
Firms in monopoligtic market poditions may enjoy higher profits and, therefore, be lax and inefficient
and fall to pursue the innovation opportunities in their markets.

In fact, in oligopoligtic industries the relationship between market concentration, the market share of
the firm and R&D intengty becomes much more blurred. One reason for the complexity is that the
R&D intensity not only depends on the firm's demand and cogts, but dso on the interaction with its
competitors concerning their level of R&D activities Moreover, this Srategic decision concerning
their spending on R&D involves returns from new products in markets that do not yet exist. There
are saverd different theoretical models focusing on different aspects of this Strategic competition and
they come up with different conclusons. We will focus on two directions in this theoretica
development.



In the firgt type of models, innovation is consdered as a continuous activity improving the firms

products and their demand in the same way as advertisng. Needham (1975) modelled R&D in this
product innovation context and showed that the conditions for optimdity of the R&D intensty are
andogous to the well-known Dorfman-Steiner condition for advertiang. This implies that there will
be a higher research intendty in less competitive and more profitable industries. The reason is
graightforward: without a pogitive price-cost margin it does not pay for the firmto invest in R&D or
advertising to promote the demand for its product. The condition aso implies that the intengty will

be higher in more concentrated industries where firms can internaise the benefits of thelr research
through patent or product differentiation. This may be more difficult to achieve in indudries with a
large number of competing firms.

Taking account of rivary between the firms where the demand for afirm’s product aso depends on
the research intengty in other firms suggests alower R&D intengty in highly concentrated industries.
The reason for thisis that if competitors match other firms spending on R& D, there will be agenerd
improvement in product qudity. The firm’'s market share will therefore be unaffected and as a result
the firm will have alower return on its R&D activities. Firms in highly concentrated industries might
therefore collude and lower the amount spent on R&D in order to avoid this offsetting investment in
product innovations. As a consegquence there will be an inverted U-relation between R& D intengty
and market concentration with alow leve of research in highly competitive and in very concentrated
industries. Lunn and Martin (1986) have extended the modd to include process innovation and
showed that the R&D intensity adso depends on the share of production costs and the sengitivity of
cost reduction to R& D investment.

The second type of modds focuses on the right timing of the innovations. For an early contribution,
see Scherer (1967). The key ideain these modelsis that the return to innovations is higher, the more
quickly new products can be introduced to the market, either by taking a patent or as a reward to
the first mover. Speeding up the research and development process aso raises the costs, and the
optimd time path thus involves a trade-off between these costs and the firs mover benfits. The
patent race modd points to more rapid innovation in markets where the numbers of sdlers are
greater. However the incentive to innovate may level off or fdl as the concentration fdls further, as
the firms may fal to interndise the return from their innovations for a longer period if the number of
compsetitors become too large. This dynamic model dso implies an inverted U shape rlationship
between the concentration ratio and the research intensity.

Thus the effects of market ®ncentration as wel as the market share of the firm on the R&D-
intengity are ambiguous.



Mogt of the empiricd studies have reported a podtive corrdation between concentration and
research intendty, see Scherer & Ross (1990), Scott (1984), Levin et d. (1985), Wahlroos &
Backstrom (1982) and Lunn & Martin (1986). To test if there is an inverted U-relationship between
concentration and research intengty, the theoreticd models suggest the concentration measure
should be entered nontlinearly. There is some evidence of an inverted U-rdaionship with maximum
research intengty at a four-firm concentration ratio of 50-60%, suggesting that industries neither
should be too atomistic nor too monopoalistic in order to support R&D spending. However, these
results depend on whether the empirica analyses are based on industry level cross-section data or
on pooled time-series and cross-section data. In the latter case, when controlling for unobserved
heterogendity, the inverted U-hypothess typicaly fails to gain support.* The reationship may aso
differ across sectors. Lunn & Martin (1986) found a poditive effect from the market share on the
research intengty in the low-tech sector but no effect in the high-tech sector.

2.2. Firm size

In his work on innovation, Schumpeter focused much more on the absolute size of the firm than the
concentration of the market, see above. If larger firms are more innovative, one would expect a
positive relaionship between firm sze and research intengty, as noted by Lunn & Martin (1986),
who tested this versgon of the Schumpeterian hypothesis on US line of busness data including a
variable for the totd asset invested. They found a sgnificant pogtive coefficient indicating thet large
firms use more resources on R&D per dollar of saes, especidly within the high tech indudtries. This
result is in accordance with Cohen & Klepper (1996) who find that the firms R&D expenditure
increase more than proportionately with increasing firm sze. On the other hand Vossen (1998),
using Dutch data, finds that among firms that have decided to invest in R&D larger the firm sze leads
to higher R&D intengity. Farre (1997) gets a Smilar result for Norwegian firms except for the very
large firms. Still, in both studies the probability of investing in R& D depends positively on firm size.

2.3. Profitability and R&D

According to Lunn & Martin (1986) a pogtive effect of profitability on research intensity should be
expected. Usng amodd of profit maximigng it is shown that the firs-order conditions with respect
to R&D are familiar to the Dorfman Steiner condition of the amount of advertisng, i.e. it pays to
increase the R& D effort the more profitable is the margind sale. Thus a postive relation between the
price-cost margin and the research intensity is expected.

! SeeLevinet al. (1985).



Imperfect capital markets have often been mentioned as another reason for postive corrdation (the
liquidity condraint hypothess). As research and development is an intangible asset it is difficult to
rase externd funding and therefore it has to be financed through retained earnings. In this repect
profitable firms have better opportunities. However, according to Leibenstein’'s X-inefficdency
theory, big firmsin concentrated industries have the means, but lack the incentive to innovate.

Empiricd andyses of the liquidity congraint hypothesis have typicdly included the cogt- price margin
or asmilar measure of profit as explanatory variables in the R& D equation. However it ssemsthat a
more correct measure of the ability to finance R& D-investments by using interna funds would be the
debt/assts raio of the firm, or dterndively the financid solvency of the firm. A high financid
solvency could in principle make it possible to finance R& D investments without borrowing funds at
al. Or put it another way, if the firm has alow debt/equity ratio borrowing funds will probably be
eader and a more favourable conditions than else. Further, as noticed by Niininen (1997) firms may
prefer internd finance in high-risk invesments like R&D, see dso Hal (1992). Accordingly the
expected impact of the solvency of the firm on the R& D-intengity is positive.

Returning to the effects of profitability Kamian & Schwartz (1982), Lunn & Martin (1986) argue
that the effect on the R&D-intendty could be the reverse. If the firm operates in a competitive
market with tough price competition, accordingly having low profits, it may have a higher incentive to
use R&D as a product differentiating strategy. In that Stuation the impacts of profitability on the
R& D-intensity would be negative.

The empiricd evidence regarding the effects of profitability is somewhat mixed, however. Lunn and
Martin (1986) found a sgnificant negative effect of profitability on the R&D intensty that was
especidly strong in a sub-sample of high-tech industries. On the other hand Niininen (1997) finds
that the financid podtion of the firm does affect the volume of its R&D invesments sgnificantly.
More long-term debt decreases R&D investments, whereas a high cash flow stimulates R&D
investments.

2.4. Demand conditions and R&D

Demand conditions are important for severd reasons. According to Lunn & Martin (1986),
Schmokler (1966) the firm will dlocate R& D resources towards growing markets. Thus expecting
high pay-off from those markets will induce the firm to make larger R&D investments. Therefore a
positive relationship between industry sales growth and firm R& D intengity is expected.



Further, Lunn & Martin argue that industry output should be divided into shares going to consumer
markets, to the locad government and to the centrd government, the latter expected to be less
“susceptible to differentiation, dl dseequd”.

Backstrom & Wahiroos (1982) and Lunn & Martin (1986) discuss the influence from international

trade. A higher export share may lead to an increase in the research intensity as the market increases
and with it the return from an innovation. The effect from the import penetration, on the other hand,
isunclear. A higher import share reduces the concertration in the market and may therefore have a
negative effect on the R& D-intengty. However, more price competition may turn the firm’s attention
towards other means of competition such as research and development in new products.

In Farber (1981) the influence of the buyer concentration on R&D is discussed. If the bargaining
power of the buyers of the product of the innovative firm increase the potentid rent from its
investment in R&D which accruing to the innovating firm itsdf might dedline. Thus high degrees of
buyers concentration are expected to affect the R& D-intengty negatively.

Wahlroos & Backstrom (1982) analyse the effects of import penetration and find a stable positive
influence on the R&D intengty from the import/sdes ratio, whereas Martin & Lunn (1986) detect
only awesk negative rdaionship. In generd Lunn & Martin (1986) find no influence from market
growth. On the other hand the influence from the export ratio is podtive and ggnificant, the same is
the case for a number of variables dividing the market into different ssgments. Findly it should be
noted that the effects from related markets are ambiguous. Buyer concentration has no influence,
whereas sales concentration in buying markets has an ungtable effect depending on which sample
they andyse (low- versus high-technologica firms).

2.5. The source of financing and R&D

A number of studies pay attention to whether the productive effect of company financed R&D is
higher than the correspondingly publicly financed R&D capitd. According to Griliches (1980) lower
productivity of publicly financed R& D investments may be due to externdities and redtrictions on the
gopropriadbility of innovations. Further publicly financed R&D investments may have an indirect
(pogitive) influence on the productivity of company financed R&D investments. As a consequence
company financed R&D is expected to be higher compared to a Stuation without publicly financing
of R&D.

In generd a complete model should include variables to take account of externdly financed R&D
investments (from other firms within the same company, foundations, public funds etc.). The decision
to dart investing a dl into R&D is expected to be postively corrdated with the intensity or
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availability of some kind of externd support. Moreover, the amount invested by the company itself
might be pogitively corrdated with the amount of publicly financed R&D.

Scott (1984) tests to what extent government and company financed R& D investments are ether
substitutes or complements b each other using US FTC-data for 3388 lines of busness in 437
companies for 1974. The andyses rgect the subdtitution hypothess. Further, the modd clearly
suggests that publicly financed R&D investments dimulate company financed R&D invetments.
Lewy (1990) finds a negative impact of government R&D in some US indudtries. Qudlec &
loannidis (1997) find a pogtive long-term reationship between government and privatdy funded
R&D, usng a pand of 6 indudtridised countries. Further Niininen (1997) demonstrate that both
direct subsidies and loans have a positive effect on R&D investments?

2.6.Technical entry barriers and other factors.

In indudries with a high minimum efficient scale (MES) or a high capital requirement new
entries are dready impeded and the existing firms may have less incentive to invest in R&D as a
compstitive Srategy. Barriers to entry may therefore have a negative effect on the research intengty,
as noted by Comanor (1967) Lunn & Martin (1986). However the empiricd evidence is
ambiguous. Lunn & Martin (1986) do not detect any Sgnificant influence from technicad entry
barriers, whereas Wahlroos & Backstram (1982) find a stable negative and significant effect of
MES on the R&D intengty.

The influence of ownership should be mentioned. As was noted earlier the pay off to risky R&D-
invesments normaly shows up in the longer run, which can be an effective barier agangt
investments for smdler firms. A familiar argument can be usad for persondly owned firms. Risk
averson and long pay off time may prevent such firms from undertaking of whét is consdered risky
investments. For that reason LTD's are expected to use more resources on R& D than isthe case for
other types of ownership’'s (which mainly are persondly owned firms). On the other hand if the
number of shareholders become large the rdative strength of the firm managers increases and they
might be tempted to subgtitute long run profit/R& D investments today for short run profits. In that
case LTD's would use fewer resources on R&D than dse. Findly Badwin (1995) argues that new
edtablished firms might be relatively innovative because they often have alarge growth potentid.

2 See Capron & van Pottelsberghe de la Potterie (1997) for asurvey over impact studies of public R&D sub-idies.
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2.7. Some empirical problems

A paticular problem in the empiricd studies is the endogeneity of the market structure as the
causdity between the R& D-intendity and various measures of the competitive conditions can be the
reverse. In generd, the payoff to the firm from investment in research and development yields some
advantages compared to its competitors, and in the end this may lead to an increase in firm Sze,
market share and finally market concentration. A number of studies have taken this into account and
using Smultaneous estimation techniques, but without a marked impact on the estimated coefficients.

Another problem is that the technologica opportunities vary a lot across indudries. As a rule
controlling for unobserved heterogeneity reduces the estimated impact of market structure variables.
The reason is a high correlaion between these technica opportunities and the market concentration
and s0 they are not easy to disentangle and they may bejointly determined.

3. The empirical model

Mogt previous empirical studies estimate equations, in which the research intensty is regressed on a
number of variables characterisng the firm and its market conditions, see above. Estimations are
based on ather industry data or on firm/line of business data, eg. see Wahlroos & Backstrom

(1982) who uses datafor 87 4-digit indudtriesin Finland, Lunn & Martin (1986) who use 2297 line
of business for 424 firms in 218 US industries or Niininen (1997) who use an unbaanced pand of

134 firms over a5 year period.

In this study firm level data as well as data at the industry level are used. Focusing on the latter type
of modd - performing the analyss a the indudtry leve - the R& D expenditure is zero in a number of
industries. As a consequence OLS regresson analyss with R&D intengty as the left hand sde
variable is ingppropriate partly because the linearity assumption is not fulfilled but more importantly
because the independent variable of the regresson andysis is censored, i.e. nonnegative. The
standard solution to this problem is to formulate a Tobit modd, (Amemiya (1984)), asfollows:

1) T: xib+ ui, i=1,2,....,n,
yi=y; if yi>0,
=0 if y £0,

where y corresponds to the R& D intensity and x isavector of explanatory variables. The error term
U; isassumed to be normd distributed with zero mean.
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The likdihood function of (2) becomes

@ L= O[1-F(xbis )JOs Y [(y;-xb)/s ]

0 1
where F and j are the cumulauve digtribution anu dendty function of the sandard normd variaole,

Turning to the analyss a the firm levd it is assumed that each firm first decides whether to invest in
R&D or not. Second if the firm does invest in R& D, how much of its resources should it decide to
spend on R&D? As R&D investments will influence a company’s annud result just like investments
in fixed assets a decison to invest in the current period will reduce the current profitsin return for an
expected increase in future profits. However as compared to investments in ‘norma’ capital goods
the return from investment in R&D capita is more uncertain and as a result the expected margin has
to exceed some kind of reservation level before it invests in R&D-capitd at dl. Further there might
beinitid fixed costs when garting to invest in R&D.

Consequently, a decison to gart investing in R&D will be taken together with the company’ s other
investments so that the volume of investments is determined in a Smultaneous system in which aso
profits, turnover and other centrd economic variables are determined a the same time. Because
many of the companies have indicated that they do not have R& D expenditures, control for potentia
sample selection bias is needed, when trying to estimate modds for the volume of R&D investment.

The problem with sample sdection in R&D models can be illugtrated in the following modd, where
R&D intengty is the variable to be explaned and X as noted above is a matrix of explanatory
variables. However, investing in R&D will only take place if ardevant set of variables, z*, is above
athreshold. Formdly, the modd can be described as

(©)] y=bX+e

4 Z*=aV +u

If the vaue of z* is above the threshold, mode (3) can be estimated as a traditiond OLS mode.
The problem with (4) isthat the variable z* is not observable. Instead the variable z is determined by

) z=1ifzx>0

(6) z=0if 2 <0



Here the vaue of z equds 1 if the firmisinvesting in R&D, that is, the threshold-vaue is exceeded.
Focusing on firms actud invement in R&D, the expected vaue of R&D investments for firms with
postive R&D investmentsis

(7 Ely:¥ in sample] = E[yi¥ ,z = 1] = E[y.¥% , av, + u>0]
Assuming a bivariate normd digtribution for the resduds, modd (7) can be reformulated to
8 E[yvx insamplel =bx + gl |

where | ; = f (aVv))/F ( av). Modd (8) can be estimated by Heckman's (1976, 1979) two stage
method (‘Heckit'-method). Firdt, use a probit modd for z to estimate the parameters in (4) and
cdculae | ; for each firm. Second, the mode in (8) can be estimated directly by OLS using the
esimated | ;.

4. Data

The data used in this study are based on public information on the economic performance of Danish
firms and on aunique data set containing - in principle - dl R&D-invesmentsin Danish firms.

The generd information on economic peformance of firms comes from daa from a private
company (Kgbmandsstandens Oplysningsbureau LTD.). The basic source of information is firm-
specific information on economic performance derived from firm's legd obligation to publish reports
to the authorities. ® All firm’s data on economic performance are converted to caendar year
accounts and dl firms have been assgned an industry code corresponding to the Nace-code
classfication. Industry level data are constructed by aggregation of the firm-goedific information in
each industry. The sample used in this paper uses economic performance from 1995.

The data on R&D are obtained from the officia Danish R&D datistics which are collected every
second year by the Danish Ingtitute for Studies in Research and Research Policy.* At the empirical
leve the concept of R&D comprises creative work undertaken on a systematic basisin order to
increase the stock of knowledge of man and society, and the use of this stock in order to
devise new applications; see the Frascati-manud p. 29. Further, R&D includes basic research,
applied research and experimentd development. The statistics on R& D within the private industries

% For adescription of the account data, see Dilling-Hansen et al. (1997).

# Until the 1995-issue The Danish Ministry of Education and The Danish Ministry of Research were responsible
for providing the data and for the publishing of the statistics.
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cover firms within dl man private sectors, i.e ‘Agriculture, Forestry, Fshing and Mining',
‘Manufacturing indugtry’, ‘Other indudtries (including services) and ‘ Technological services as a
specid category. The bagc reporting unit of the survey isthelegd firm unit.

Hrms of a cetan minimum sze, measured in terms of full-time employees, are automaticaly
included in the survey (the minimum sze varies across industries, but it is 90-100 employees for the
mog of the indudries). The sample is augmented with 10% of the manufacturing firms having a
gmdler dze than the minimum size just mentioned, i.e. typicdly firms with between 6 and 90 full-time
employeses.

In the 1995-survey the number of respondents was 2485. 2019 firms returned the questionnaire,
giving a response rate of 81%. Of these 684 firms reported having positive R&D expenditure.® The
guestionnaire gives information on the R&D personnd, the intra and extramura R&D expenditure,
R&D expenditure by source of funding plus other information, see The Danish Ministry of Research
(1997).

The data set is constructed by merging the account data with the R&D data. The account data are
avaldble a the firm levd for each year snce 1990. The overdl data set on R&D, which are
biannual, cover the period 1983-1995.

Table 1 gives a summary description of the basic data to be used in the empirical andyses. In the
following brief description of variables used in te regresson analyss a bracket with ‘I’ indde
denotes that the particular varigble rdates to the indudtry leve, an ‘F at the firm level.

R&D intengity (I,F) is defined as the company financed R& D expenditure in per cent of net sales
and Externally funded R&D (I,F) is externdly financed R&D expenditure (from public sources,
foundations, other firms etc.) in per cent of net sdes. Rent (I,F) is the ratio of net profits to net
capital and financial solvency (1,F) is the ratio of net capitd to tota assets. Minimum efficient
scale (1) is operationdized as the log 1% decile-vaue of firm sdes in each indugry. Market
concentration (1) is measured as the sandard Herfindahl index, based on firm sales. Thisisaso the
case for the market share (F), which is firm sdes in percent of industry sdes. Sze of firm is
measured ether as log of total assets (F) or log of the number of employees. Age of firm (F) is
measured as the number of years snce establishment. The export rate (1) is the vaue of industry’
export in per cent of total industry output. The import rate (1) is defined as import from foreign
indugtries in percent of output from smilar domestic indudtries plus the import itsdf. Shipment to
other industries (1) isthe sum of shipmentsto the 4 largest buying industries in percent of shipments

® See The Danish M nistry of Research (1997) for more detailed information on the statistics.
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to dl other indudtries. Findly market growth is measured by the growth rate of industry sales (1).
In addition dummy variables are used in order to control for type of ownership (F), external
funding of R&D (F) and for public funding of firm R&D (F).

Table 1. Smple statistics of the merged data set, R& D- and account data, 1995.

Variables Number of Mean Standard dev.
observations
Firm specific variables: firms
Annual turnover (DKK million) 1359 497.7 17645
Net capital (DKK million) 1917 166.2 11453
Number of Employees 1890 251 813
Rent (DKK million) 1917 227 163.6
Market share (%) 1359 138 221
Company-financed R& D intensity (%) 1337 17 6.3
Externally financed R& D intensity (%) 1337 0.6 05
Industry specific variables. (industries)
Herfindahl index of sales concentration 540 432 324
Import rate (%) 589 26.5 230
Export rate (%) 589 26.7 237
Shipments to other industries (%) 539 121 257
4-digit industry minimum efficient scale 516 6.1 0.7

(log to 1% decile of firm salein industry)

5. Empirical results

5.1. Regression analysis using industry level data

In this section the results of the andlys's usng indudtry level datafrom 1993 and 1995 are presented.
The period 1993 to 1995 can be characterised as a period of improving business conditions, i.e. the

average annua growth rate in real GDP rose from 1.5% p.a. to 2.6% p.a

In generd, the mode in equation (1) is estimated at the 4-digit NACE-level. The modd is estimated
on indudry data for the manufacturing-, building and condruction-trade- and transport-,
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communication, financid- and other business service sectors. Not included industries are the
primary sector, supply of water and dectricity, hotels and restaurants and service industries having a
NACE-code above 8000. The find sample includes about 284 4-digit industries® The results are
givenin Tables 2-3.”

Table 2 gives the results of various versons of the modd. The first column indicates that the smple
inverted-U relation between the company-financed R& D expenditure and the market concentration
is daidicdly sgnificant. The vaue of the Herfindahl index, which gives the maximum R&D intendty,
is caculated to be close to 55 per cent. This result is in accordance with a vast number of studies,
see eg. Scott (1984) who uses a smilar modd for 3388 US-manufacturing line of businesses and
reaches maximum levd for R&D intengty a the CR4-level of 64 per cent. In addition Levin et d.
(1985) dso find a strong support for the inverted-U hypothess (usng US-LB-data), with the
maximum R&D salesratio occurring at a CR4-level of 52 per cent.

However, when controlling for 4-digit industry fixed effects, initid experiments (not shown) were not
in favour of the inverted-U hypothesis and the estimated coefficients of the smple equation were
reduced consderably and lost their sgnificance. Agan this result is in accordance with Scott
(1984).2

The second column includes the effect of externaly funded R&D expenditure. The results clearly
indicate that externdly funded R&D expenditure is a complement to company-financed R&D
expenditure. The estimated parameters are highly significant dso in the moddsin columns 3 and 4.

Column 3 indudes the rent varigble, resulting in a negative and highly sgnificant coefficient, implying.
Thus higher profits seems to lower the R&D intengity. Accordingly our results do not support the
liquidity condraint hypothes's of R&D. However, as noted by Lunn & Martin (1986) who obtained
amilar results for US indudtries the negative relaionship does confirm the importance of conventiond
price competition as a pur to innovation, especidly when the technologicd base exist to support
innovation’. The result is dso in accordance with the X-inefficiency theory.

®The computations have been done using the Lifereg procedure in SAS.

! Estimating the model on industry level data is equivalent to analysing average behaviour. Therefore, the
funcional form in this section is the Tobit formulation as opposed to firm level estimations which express
individual behaviour. Accordingly Heckmans 2stage procedure has been chosen in the | atter case.

8 In order to deal with simultaniety problems between R& D expenditure and market structure, 2SL S regressions
were made in the initial experiments. However, experiments with 2SLS procedures in order to control for the
endogeneity of the concentration and profitability had only little or minor effects on the parameters.
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Table 2. Tobit models of the R&D intensity. Dependent variable: Company-financed R& D
expenditure in per cent of turnover. Sample: 284 industries, 1993, 1995 (pooled data).

Basic model Source of Rent MES, financial Complete
funding incl. included solvency incl. model
I ntercept 89104 85439 9.1513 33.044 47.404
(3.5512) (3.3302) (3.300) (14.920) (15.578)
Dummy variable for 1995 -3.3227 -2.5008 -2.0512 -1.9245 -2.5923
(2.5745) (24150 (2.3917) (2.3824) (2.3928)
Externally funded R&D 1.8011*** 1.5725+** 1.5197*** 1.4927+**
(0.2815) (0.2884) (0.2884) (0.2878)
Rent -0.1101** -0.1002*** -0.0926***
(0.0359) (0.0365) (0.0364)
Financial solvency -0.1261 -0.0539
(0.0817) (0.0843)
Minimumefficient scale -3.2688 -2.0211
(2.3581) (2.3857)
Market concentration 0.4735*** 0.3833** 0.3900** 0.3962** 0.4646***
(01772 (0.1664) (0.1648) (0.1651) (0.1678)
Market concentration -0.0041** -0.0033** -0.0034** -0.0033** -0.0038**
squared (0.0017) (0.0016) (0.0015) (0.0016) (00016)
Export rate 0.0839
(0.0702)
Import rate -0.3892x **
(0.0886)
Shipment to other -0.2301***
industries (0.0659)
Normal scale parameter 27.309 26.639 25.323 25.176 24.973
(1.025) (0.9668) (0.9545) (0.9493) (0.9461)
Log likelihood -1704 -1685 -1681 -1677 -1665
Number of observations 568 568 568 568 565
(non censored) 338 338 338 338 338

Notes: Numbersin brackets are standard errors of the estimated parameters. *** indicates that the estimated
parameter differssignificantly from zero at the 1% level of significance, ** at the 5% level and * at the 10% level.

In the 4™ column minimum efficient scale, capturing barriers of entry, isintroduced. The coefficient to
MES is negative but inggnificant. The result - that the research intengity is reduced but inggnificant -
when entry is more difficult is in accordance with Lunn & Martin (1986) who dso find a non
ggnificant effect of MES andysing US indudtries, but differs from the result of Wahlroos &
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Backstrom's (1982) who finds a negative and ggnificant effect in ther andyses of 87 Finnish
industries

The fifth column introduces a number of demand-related variables. The export and import ratios add
information concerning sdlers concentration or the tota market for the output from the industry.
The import rate has a negative sgnificant Sgn suggesting that import penetration lowers R&D. The
influence from export is pogtive however inggnificant.

Variables picking up the bargaining power of buyers are also introduced. The share of tota sdes
directly to other indudries (raw materids and intermediate goods), it has a sgnificant negative
coefficient, as expected. As discussed above, it shoud be expected that relative large sales to other
indudtries increase the buyers bargaining power compared a dStuation with reative large sdes
directly on the consumer market. The estimated parameter isin favour of this point of view.

Findly, it shoud be noted that nearly 60% of the observations on R&D are postive. The estimated
coefficients of the concentration variable are fairly robust to the incluson of other explanatory
variables. Accordingly, table 2 gives support to the inverted-U hypothess.

Table 3 displays the results of the full modd estimated on three sub-samples of indudtries. The firgt
columns divide the indudtries into high- and low-tech indudtries. High-tech industries are defined as
industries belonging to the upper quartile with respect to the R&D intensity.®

The effect of market concentration has declined compared to results of table 2. Even though the
edimated parameters cary the expected signs for high- as well as low-tech indudtries they are
indgnificant in both cases. Especidly for low-tech industries market concentrations seems to be of
no importance.

The effect of the minimum efficdent scae is ggnificantly negetive for high tech indudtries done
wheress the influence of rent is negative sgnificant for both types of industries. The demand
variables seem to be more important in the high tech sample, eg. with higher export rate follows
higher R&D intengty.

Findly it should be noted that the parameter for externdly funded R&D is postive and sgnificant
(and nearly equd) in both sub-samples.
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Table 3. Tobit models of company-financed R& D expenditure in per cent of turnover.
Sample: Industriesin 1993, 1995 (pooled data).

Low-tech sample High-tech sample? Manufacturing
industries
Intercept 0.2007 120.9 6.3288
(0.2338) (42.66) (1711
Dummy variable for 1995 -0.0318 -3.8755 -4,005*
(0.0372) (5.9373) (2.2546)
Externally funded R&D 1.0228*** 0.9592** 2.6275%**
(0.1884) (0.4588) (0.9864)
Rent -0.0010** -0.2373** 0.0212
(0.0005) (0.114) (0.0342)
Financial solvency 0.0030** -0.3136 -0.0751
(0.0012) (0.2415) (0.0809)
Minimum efficient scale 0.0141 -12.02* -2.005
(0.0353) (6.966) (2491
Market concentration 0.0015 0.6739 0.4431***
(0.0027) (0.4224) (0.1708)
Market concentration squared -3.78*10° -0.0055 -0.0036**
(2.60*10™%) (0.0040) (0.0015)
Export rate 0.0012 0.7648*** -0.0116
(0.0010) (0.2215) (0.0677)
Import rate -0.0003 -1.0264*** 0.1456
(0.0013) (0.2746) (0.1170)
Shipment to other industries (per cent of -0.0010 -0.5737*** 01311
total sales) (0.0009) (0.2077) (0.0844)
Normal scale parameter 0.2919 34.89 20.01
(0.0135) (2.070) (0.8604)
Log likelihood -834 -705.9 -1232.2
Number of observations 124 142 423
(non censored) 196 142 196

Notes: Numbers in brackets are standard errors of the estimated parameters. *** indicates that the estimated
parameter is significantly different from zero at the 1% level of significance, ** at the 5% level and * at the 10%
level.

% The high-tech sample does not include any industries without positive expenditure on R& D. Accordingly, the
parameters are identical to OL S-estimates.

Edtimations were aso caried out for the manufacturing industry only. Compared to the results
presented in column 4 in table 2, the generd impression is that the level of sgnificance is lower for
the manufacturing sample of indudtries. However it is worth noting that influence from the market

° The division into high- and low-tech industriesisin linewith Lunn & Martin (1986).
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concentration on the R&D intengty is in line with the inverted U-hypothess™ Findly it should be
noted that the influence of externdly funded R&D expenditure is positive and sgnificant and seems
more important than is the case for other industries.™

5.2. Regression analysis using firm level data

In table 4 various probit models for company financed expenditures on R&D are set out. If thefirm
has positive company financed expenditures on R& D the dependent variable is equd to 1, and zero
otherwise.

The first column reports the results of a smple Schumpetarian mode. The firm sze variable turns out
highly sgnificant with a postive sgn. Thus the smple modd supports the week Schumpetarian
hypothesis, that larger firms are more likely participants in R&D. Next, looking a column 2 the
results indicate that a higher market share reinforces the size effect, giving evidence to the Dorfmann-
Steiner argument of the importance of the absolute market pogtion.

In the third column the influences from profitability and financid condraints are introduced. First
financid solvency has a dgnificant and stable postive effect on the decision to use resources on
R&D. That result is in line with the findings of eg. Niininen (1997). Further-more, higher rent seem
to provide less incentives to invest in R&D, which isin accordance with eg. Lunn & Martin (1986).
However the parameter vanishes and becomes inggnificant in the complete modd as more
explanatory variables are introduced. In column 4 externd funding of R&D isintroduced. In generd
externd funding of R&D stimulates the incentive to use own resources on R&D. In addition thereis
an indication of alarger effect of publicly funded R&D.*

9 Theinverted-U hasits peak at avalue of the Herfindahl-index close to 60%.

M Fixed effect estimations were tried in order to control for unobserved industry characteristics, i.e. tech-

nological oppportunities or managerial skills. The estimations (not shown) suggest that externally funded R&D

expenditures still have a significant, positive effect on company-financed R&D, and the same is the case for

minimum efficient scale and rent. However, the influence of market structure vanishes. For low-tech industries-

alone - the opposite result is obtained. The inverted-U is highly significant, and the maximum value for the R&D

intensity is reached at a market concentration level of 59%. In addition, the influence of externally funded R&D is
still positively significant. Finally, it should be mentioned that the results for the high-tech sample indicate that
there are negative significant effects of the rent variable, minimum efficient scale and financial solvency.

12 Experiments were carried out in order to deal with the potential problem of simultaniety between company
funded and externally/publicly funded R&D. However substituting the dummy variables for externally/publicly
funded R& D with corresponding variables for 1993, using a smaller panel of firms covering 1993 and 1995, did not
alter the estimation results noteworthy. As a consequence including a dummy variable for receiving public
funding R&D in both years also gave a significant positive parameter. However the level of significance
decreased for some of the other variables.
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Table 4. Probit model of company financed R& D expenditures, 1995.
(1=positive R& D expenditures, else 0).

Schumpetarian Market share Financial con- Source of Complete model
Moddls included straintsincl. funding incl.
Intercept -2.3749 -1.6728 -2.2010 -1.9072 -34190
(0.0213) (0.3021) (0.3571) (0.3875) (0.4649)
Firm size (log 0.1602*** 0.0919*** 0.0894* ** 0.0495* 0.0933***
total assets) (0.0187) (0.0274) (0.0277) (0.0300) (0.0334)
Market share 0.0777*** 0.0751*** 0.1148*** 0.0423
(log) (0.0269) (0.0272) (0.0293) (0.0333)
Financial 0.1698*** 0.1423** 0.1104**
solvency (log) (0.0583) (0.0622) (0.0639)
Rent -0.0009*** -0.0010 -0.0005
(0.0006) (0.0006) (0.0006)
Publicly funded 2.501*** 2.6288***
R&D (0.2540) (0.2741)
yes=1, else 0.
Dummy for other 2.22269*** 2.1750***
externally funded (0.3865) (0.41712)
R&D, yes=1, else0
Ownership. 0.7934***
1=ltd, else 0. (0.2086)
Dummy for 0.2534**
manufacturing (0.1162)
Import rate 0.0081***
(0.030)
Export rate 0.0010
(0.0028)
Pearson c*-test 1749.7 12536 1257.2 12000 12082
(Goodness of fit) (P<0.497) (P<0.395) (P<0.353) (P<0.298) (P<0.673)
Log likelihood -10124 -758.7 -753.8 -631.4 -598.9
Number of 1770 1252 1252 1252 1250
observations

Notes: Numbers in brackets are standard errors of the estimated parameters. *** indicates that the estimated
parameter differs significantly from zero at the 1% level of significance, ** at the 5% level and * at the 10% level.
If the modelled probabilities fit the data the Pearson c?-statistics should be insignificant. Accordingly, ap-value
equal to e.g. 0.492 (column 1) is strong evidence of afairly good mode fit.
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The fifth column contains the full mode that has been used to compute | in the estimations below.
FHrmsthat arelegd organised as limited liability companies have a higher probaility of financing thar
R& D than other firms. The same holds for manufacturing firms and firms facing import competition.
Turning to demand conditions the export rate is completey insgnificant. On the other hand looking
a the import rate the price-competition argument seems to be srongest resulting in a pogtive
ggnificant coefficient. This accords with the findings of Backstrom & Wahlroos (1982). Including
sales growth was expected to result in a pogtive effect. However as in Lunn & Martin (1986) no
ggnificant effect was found.

In generd the magnitude and ggnificance leve of the various parameters are fairly stable across
different specifications™® Further, the overal test statistics indicate thet the model fits the datawell.

In addition to the reported Statistics just mentioned fitted values were generated using the parameters
in column 5. Comparing fitted and actual values a concordance of 78.2% is obtained.**

Table 5 presents the estimation results obtained by Heckman's two stage method. Thus the | ’s
derive from Table 4. In generd the parameter for | is Sgnificant indicating presence of sdectivity
effects.

The influence from firm dze is andysed by induding the number of employees The result shown in
column 1 suggest there is a weak negative influence on the R& D-intendity, see Vossen (1998) who
get same result and Farre (1997). However experiments with the modd revealed that this influence
was mainly caused by the large firms (number of employees > 100), having less R& D in percentage
of their sdles. Accordingly this result does not support the hyphotesis of Schumpeter.

Market concentration has a sgnificant pogtive influence on the R& D-intendty, which could be an
indication of presence of non-price competition or non-collusive behaviour in concentrated markets.

13 Experiments were performed including lagged variables in order to deal with potenatial simultaniety problems.
However substituting the firm size and market share variables with corresponding lagged values did not change
the signs of the estimated parameters. But because these estimations were performed on a much smaller panel the
level of significancein general decreased.

1% 1n an earlier version of the paper estimations were performed on manufacturing firms, firms belonging to high-
and low-tech. industries alone. The experiments for manufacturing firms indicate that especially Ltd.-companies
and firms with an externally financed R&D programme tend to invest in R&D. A higher market share, financial
solvency, minimum efficiency scale and degree of competition from imports, al tend to raise the probability of
positive R&D-investments. On the other hand, higher rent tends to reduce the probability of investing in R&D.
Firms in the high-tech industries do have a higher probability of investing in R& D but it seems that the decision
on R&D-spending is very much determined in the same way as in other industries. The only difference between
high-tech industries and the rest is that the influence of rent and minimum efficient scale becomes non-
significant but still with the same sign of the coefficients.
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Table 5. OLS models including Heckman's| to avoid sample selection problems.
Company financed R& D expenditure in per cent of turnover, 1995.

Basic model Including concentra- Complete model
tion squared and firm
size categorized

Intercept 24.306 19.022 14.488

(8.6509) (8.6989) (9.575)
Firm size (log number of -0.9485* 0.6090 0.7595
employees) (0.5441) (0.6872) (0.7071)
Dummy for large firms (1 if no. -5.5602* ** -5.655%**
Of employees >100, else 0) (1.63112) (1.6420)
Market share (%) -0.2045*** -0.2983*** -0.3055***

(0.0757) (0.1060) (0.1065)
Market share squared 0.0012 0.0026* 0.0027*

(0.0008) (0.0014) (0.0015)
Market concentration, 0.0844** 0.2000** 0.1958**
Herfindahl index (%) (0.0405) (0.977) (0.0991)
Market concentration squared -0.0019 -0.0018

(0.0014) (0.0014)

Minimum efficient scale (log 1% -2.6459** -2.6454** -2.4495
decile-value of salesin indust.) (1.3355) (1.3271) (1.3850)
Rent (Net profit in percent -0.0440*** -0.0456*** -0.0443***
of net capital) (0.0106) (0.0105) (0.0106)
Financia solvency (Net capital 2.9784*** 3.3617*** 3.3002***
in percent of total capital, log) (0.8643) (0.8576) (0.8821)
Externally funded R&D in 01134
percent of sales (0.2490)
Age (log of years) -1.7490*** -1.8044*** -1.8459***

(0.5520) (0.5446) (0.5482)
Dummy for ownership Ltd=1), 2.8087
else 0. (2.8941)
Dummy for manufacturing -3.8576*** -3.4284*** -4,9115**
industries (1), else 0. (1.1966) (1.1939) (2.0729)
Growth rate of industry sales, -0.0008
Percent (0.0011)
Dummy for import industry. 1 if 0.8703
import rate > median rate (2.0095)
(29.7%), else 0.
Dummy for export industry 1.1299
1if export rate > median rate (1.5019)
(33.2%), ese .
Heckman's | 1.9869*** 1.5038***

(0.5676) (0.5954)
Number of obs. 334 334 334
R (adj.) 0.19 021 021

Notes: Numbersin brackets are standard errors of the estimated parameters. *** indicates that the estimated
parameter differs significantly from zero at the 1% level of significance, ** at the 5% level and * at the 10% level.
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Further, the estimations show that there is a stable and negative dgnificant effect of market share and
a less dgnificant podtive effect from market share squared on the volume of company financed
R&D. The sign of the two parameters suggest an U-formed rdationship with minimum vaues around
60%. Together with the positive Sgn of the concentration variable - shown inthe next row - these
results to some extent are in favour of the Schumpetarian hypothesis. Thus the dominating firms
gpend a reladively larger amount on R&D. However experiments with the modd showed that the
magnitude and dgnificance of the squared term for the market share variable were highly ungable
and in the estimations actudly shown in table 5 the parameter is dgnificant only a a 10% levd.
Accordingly there is strong evidence of a negative relationship between market share and the R& D-
intengity over the relevant range of the market share variable, meaning that as the market power of
the firm itsdlf becomes larger the R& D effort becomes smdler.

The minimum efficent scde which is induded in the modd in order to measure the effect of
technicd entry barriers, has a ggnificant effect on the R&D intengty, suggesting that high entry
barriers and investment in R&D are substitutes.

In table 4 it was demondgtrated that the probit estimation did not give evidence in favour of any
influence from firm age. However among firms actudly invesing in R&D the firms age has a highly
ggnificant negative effect on the R&D-intendty. Younger and new established firms normdly do
have a larger potentid for growth and accordingly stronger incentive for investing in R&D, eg. see
Badwin (1996).

On the other hand the effect from import (positive but inggnificant) and the rent variable (negative
and sgnificant) is in accordance with the corresponding parameters from the probit model, see table
4. Thus if the firm is located within an industry having a rdaive high import rate competition is
probably much stronger. As a consequence the firm uses more R&D as a parameter in its
competition drategy. In addition lower rent can be seen as an indicator of a strong competitive
environment. The firm will pend more resources on R& D in order to ded with its competitors.

Financid solvency has a pogtive influence on the R&D intendty. Higher solvency (or less debt)
increases the R&D intendty. Further the results on the influence from externa funding suggest that
more externa funds stimulate the firms own contribution in financing R&D. However the parameter
is not Sgnificant.”

> Including a variable for especially public funding of R&D did not give stable results. Thus some estimation
forms gave a negative however insignificant prameter. In addition lagged dummy variable for public funding gave
positive parameters but they were also insignificant. The main impression from the experiments is that externally
and privately funded R&D to some extent are simultaneous. Thus more effective panels are needed in order to
estimate e.g. equation systemsto be conclusive on the long term stimulation effect of public funded R&D.
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6. Conclusions

The edimated modds explan the vaidaion in the company financed R&D-intendty quite
sdtisfactorily. According to the estimations at industry-level thereis empirica evidence of positive
effects of externdly funded R&D. This influence is sable irrespective of dviding the sample into
high- and low-technologica indudtries.

Market concentration has a postive effect on the research intengty in Danish indudtries, but the
effect leves off and fdls in highly concentrated indudtries. This inverted-U relaionship is very sable
and sgnificant across the different mode specifications for the whole industry.

As the concentration of indudtries is different from the concentration of markets due to foreign trade,
control were made for the import and export share in the indugtries. In generd the control variables
had no effect except for the high-tech sector, where the export share has a positive impact on the
research intengty. Thisisin line with other results where the export share has a high postive and
very sgnificant effect on the research intengity in both high- and low-tech indudtries. Paying attention
to other demand variables, there is some evidence that buyer concentration is of importance.

The minimum efficient scale has a negative effect on the research intengity for dl industries. However
the effect is sgnificant only for the group of high technologica indudtries and only wesk. This means
that the industry estimations gives only poor evidence for the propostion that in markets with high
entry-barriers there is less investment in R&D.

Industry leve profits have a negative effect, supporting the price-competition argument, whereas the
parameter of financid solvency is positive, but inggnificant except for the low-tech indudtries.

The probit estimationson firm-level data give highly sgnificant parameters of the expected sgn.
The probability of investing in R&D increases with firm sze and market share which is a wesk
indication of the idess of Schumpeter. Further, stable and sgnificant effects are found for the
financid solvency of the firm, suggedting that financid condraints do have an effect on R&D
investments.

Asitisthe case for estimations a the industry-leve higher rent decreases the probability of investing
in R&D again giving evidence to the price-competition argument. However the levd of sgnificance
vanish as the modd is extended. The estimations show that externd funding in genera has a positive
effect and that there is an independent effect of public funding. Findly firmsowned ad LTD’s and
firms within the manufacturing industry are more likdly to invest in R&D.
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Edimations of the company financed R&D intensity - for R&D investing firms - show that the
larger firms do have lower R&D-intengity than other firms. The sme is the case for older firms.
Accordingly among the firms that actudly invest in R&D the amal and young firms have rdaively
high R&D expenditure measured as percent of their sales. Further the type of ownership (Ltd) has
no effect on the magnitude of R& D once the firm has decided to invest in R&D.

The R&D-intendty increases with higher market concentration but decreases, as the firms own
market share is growing. Thus oligopolistic market forms seems to induce more R&D in Denmark.
However, asthe firm itsdf becomes more dominant its R& D-effort becomes relaively smdler.

The estimations suggest that protection againg entrantsif form of high technicd entry barriers (MES)
lowersthe R&D intengty.

Furthermore, higher financid solvency simulates the R& D effort. The results for the effects of rent
indicate that price competition induces R& D expenditures. The estimations were not in favour of the
rent variable interpreted as a measure for cash flow.

Findly, the rate of externdly funded R&D dbes have a postive effect on the research intengty.
However the influence is weak and less cdlear-cut than for the estimations at the indudtry level. One
explanation for this difference is that subsdising research and development makes more companies
doing such activities. But for the firms dready engaged in R& D, the externd funding to some extent
subdtitutes their own funding, hence reducing the overdl influence. This is a norma problem with
subsidies, which only has an effect a the margin.
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